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Abstract

Previous studies conclude that governments fulfill a large share of their campaign pledges. However, only a minority of voters believe that politicians try to keep their promises, and many voters struggle to recall the fulfillment or breaking of salient campaign pledges accurately. I argue that this disparity between the public perception and empirical evidence is influenced by the information voters receive throughout the electoral cycle. I expect that the media extensively inform readers about political promises. In addition, I posit that news outlets focus more on broken than on fulfilled promises and that the focus on broken promises has increased over time. I find strong support for these expectations based on a new text corpus of over 430,000 statements on political commitments published between 1979 and 2017 in 22 newspapers during 33 electoral cycles in Australia, Canada, Ireland, and the United Kingdom. Newspapers inform voters regularly about announced, broken, and fulfilled promises. Yet, across the four countries, newspapers report at least twice as much on broken than on fulfilled promises. Moreover, this negativity bias in reports on political promises has increased substantively. The results have implications for studying campaign promises, negative information in mass media, and the linkages between voters and parties.
Introduction

Previous research concludes that parties fulfill a large share of their manifesto promises (e.g., Royed 1996; Thomson 2001; Costello & Thomson 2008; Thomson et al. 2017; Naurin et al. 2019b). However, survey evidence from developed democracies clearly shows that only few citizens believe that parties deliver on their promises (ISSP Research Group 2018). Moreover, many voters make inaccurate evaluations when asked whether specific promises have been fulfilled (Thomson 2011; Thomson & Brandenburg 2019; Naurin & Oscarsson 2017; Belchior 2019; Duval & Pétry 2018). Scholars call this disparity between empirical evidence and public perceptions of the ‘pledge puzzle.’

I argue that the contradiction between empirical evidence and the public perception is partially driven by the information voters receive before elections and during the electoral cycle. Voters do not experience government policy directly by reading manifestos, listening to parliamentary debates, or reading budget reports. Instead, they receive a filtered sample of this information through the media. Thus, the media play a crucial role in providing information required to evaluate parties’ achievements and failures (McCombs & Shaw 1972; Soroka & Wlezien 2019). The way the media report on parties’ ability to deliver on their campaign promises can influence citizens’ assessment of government performance. As Kostadinova (2017: 637) notes, “media can help voters become more aware of the differences among political alternatives, thus facilitating the party-voter mandate linkage.” A constant flow of information is necessary to hold governments accountable for policy actions. Yet, if voters do not receive the required information to evaluate the performance of parties, the normatively appealing theory of promissory representation might not work in reality (Manin et al. 1999; Mansbridge 2003).

Despite the theoretical and practical importance of the media for informing citizens about policy outputs, few studies have analyzed media coverage of election pledges (for notable exceptions see Kostadinova 2017, 2019; Duval 2019). Because media coverage can influence attitudes towards political issues or parties (e.g., Moy & Pfau 2000; Ladd & Lenz 2009; Reeves et al. 2016), a consistent focus on broken promises could contribute to the public perception of promise-breaking politicians. Moreover, experimental evidence
shows that broken pledges are more important than fulfilled pledges when evaluating the performance of a government (Naurin et al. 2019a). If media reporting of promises is overly negative, the public perception of promise-breaking politicians could be reaffirmed. But do the media focus more on broken promises than fulfilled promises? To answer this question, we first require a descriptive, systematic, and comparative analysis of pledge coverage by media outlets (Althaus et al. 2011).

In this paper, I provide the most comprehensive and systematic study of media reporting of election promises to date in terms of the numbers of government cycles and countries covered. This study focuses on three unanswered questions using an original dataset of over 400,000 newspaper articles about political promises across 33 electoral cycles in Australia, Canada, the Republic of Ireland, and the United Kingdom. First, how does media coverage of election promises vary throughout and across electoral cycles? Second, do news outlets focus more on fulfilled or broken pledges? Third, do we observe a stronger focus on broken promises in recent years?

The results enhance our understanding of accountability, election promises, and media coverage of politics in three ways. First, the finding that pledge coverage increases exponentially before elections is somewhat reassuring: the media inform voters about promises, policy alternatives, and ‘what is at stake’ during an election. Second, the consistently lower degree of coverage on fulfilled promises relative to broken promises might at least partially explain why the majority of citizens does not believe that parties keep their promises (ISSP Research Group 2018). This finding also speaks to the literature on negative and positive stories on political news. Previous research found negativity bias in reports about the economy (Soroka 2006), campaign coverage (Dunaway 2013), or local coverage of Presidential visits (Eshbaugh-Soha 2010). I add evidence to this body of work, showing that the amount of coverage of broken promises significantly and substantially exceeds reports about fulfilled promises. Finally, I find that the negativity bias has increased over time, supporting previous conclusions (mostly drawn from the US-context) on journalists’ incentives to focus on negative news (Geer 2006, 2012; Ridout & Smith 2008). This negativity bias could help to explain the ‘cost of ruling’ (Wlezien 2017; Müller & Louwerve 2018; Klüver & Spoon
and the public perception that parties do not deliver on their promises. More broadly, the results offer a novel perspective on ‘promissory representation’ (Mansbridge 2003) and the mutual relationships between voters, parties, and the media.

**Media and the Mandate Model of Democracy**

In the classic version of the mandate model of democracy, voters choose between election platforms and select the party that comes closest to their policy preferences (e.g., Downs 1957; Mansbridge 2003). To make such an informed decision, voters need to recall what parties have achieved and need to know at least a subset of the parties’ campaign promises for the upcoming legislative cycle (Manin et al. 1999). Citizens judge parties’ performances by (not) voting for a party or candidate at the upcoming election. This democratic chain of delegation requires a constant flow of accurate information about parties’ actions in parliament.

Previous studies usually code election manifestos to assess the degree of mandate fulfillment (e.g., Royed 1996; Thomson 2001; Thomson et al. 2017; Naurin et al. 2019b). These documents, published by almost all parties prior to elections, are the definitive statement of parties’ policy positions and provide a “well-defined and coherent body of officially sanctioned promises” (Pétry et al. 2018: 3). While manifestos are suitable to assess party pledge fulfillment, it is unrealistic to assume that voters remember specific manifesto content when voting retrospectively or prospectively. Indeed, many voters struggle to accurately recall the fulfillment or breaking of salient pledges (Thomson 2011; Thomson & Brandenburg 2019; Naurin & Oscarsson 2017; Belchior 2019; Duval & Pétry 2018).¹ Citizens seem to have only limited knowledge of manifesto pledges and pledge fulfillment.

Rather than assessing the proportion of fulfilled manifesto promises, citizens are much more likely to judge parties’ performances in government or opposition based on reports or comments received from intermediate actors, especially media outlets. News coverage influences citizens’ perception of political topics and problems (e.g., Chong & Druckman
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¹A re-analysis of these studies reveals that, on average, 57% of respondents made an inaccurate evaluation or did not know whether a pledge has been fulfilled (SI Section A). Evidence from a candidate study suggests that even politicians vastly underestimate the number of pledges in their own party’s manifesto (Naurin 2016).
Media also take a crucial gatekeeping function because journalists decide what decisions or opinions are newsworthy (Shoemaker & Vos 2009; Soroka 2012). Journalists function as partisan actors when determining what (not) to cover in newspaper articles (Patterson & Donsbagh 1996), and citizens receive information on political decisions and outcomes through the media, not directly through parties and politicians (Soroka & Wlezien 2019). Yet, as Althaus et al. (2011: 1065) criticize, “[a] wide range of political science scholarship still proceeds as if mass publics responded to ‘real world’ events and conditions. Few individuals have a direct view of events, and so most people respond instead to mediated realities constructed for them by news outlets.” Therefore, it is problematic to treat proportions of fulfilled manifesto promises as the primary indicator that voters use to assess government performance retrospectively. We need a better understanding of the type of information that voters receive regularly from the news. If media mainly focus on unfulfilled or ongoing/announced, but not (yet) kept promises, the coverage could reinforce the common opinion that parties break campaign pledges, even though most existing studies report high degrees of pledge fulfillment.

**Theory and Hypotheses**

Having summarized the crucial role of media in the mandate vision of democracy, I next outline expectations and formulate testable hypotheses. The argument relates to the frequency of reports throughout the electoral cycle (i.e., the time between two elections), coverage of broken relative to fulfilled promises, and changes over time.

First, it is essential to clarify the definition of election pledges and distinguish between different types of statements on political promises. This study employs a broader conceptualization of campaign promises than scholars working on manifesto pledge fulfillment (Thomson et al. 2017; Naurin et al. 2019b). I define pledges as testable or subjective statements about promised actions or outcomes by political parties or politicians. I use the terms ‘pledge’ and ‘promise’ interchangeably throughout the paper. Broadening the definition for the analysis of newspaper coverage and considering non-testable pledges seems understandable.
reasonable because voters tend to have a wider definition of pledges than scholars (Thomson 2011; Dupont et al. 2019).

Second, I separate coverage of political promises into three categories: ‘broken promise’, ‘fulfilled promise’, ‘ongoing promise’. The class ‘fulfilled promise’ includes sentences with a term indicating a promise and a word that indicates fulfillment. The class ‘broken promise’ describes an action or outcome that points to the breaking of a promise or that politicians or parties failed to deliver on a pledge. Statements about ‘ongoing promises’ mention a promise announced by a party or politician, provide updates about pledges made before an election, or broadly comment on a pledge. Yet, sentences about ongoing promises usually do not include details on the fulfillment or breaking of a pledge. For instance, the Irish Times reported that the Irish Prime Minister Leo Varadkar “pledges to increase threshold for top tax rate to €50,000” (Irish Times, 18 November 2018). This statement contains information on a promise, but readers do not receive information on its breaking or fulfillment. Ongoing promises can be important for the public perception of keeping and breaking pledges. If news outlets publish many reports on political promises, but fewer articles on broken or fulfilled pledges, readers could receive the impression that politicians ‘promise ever more’ (Håkansson & Naurin 2016), but fail to fulfill these policy proposals.

Turning to the hypotheses, I expect temporal variation and a dynamic pattern in the amount of pledge coverage throughout the electoral cycle. I define the electoral cycle as the period between two general elections. After Election t, media coverage on promises should be low (Phase 1). In single-party cabinets, important personnel decisions must be made before policies can be enacted. During this time, it is unclear what promises will be fulfilled, and media are more likely to comment, for example, on staffing decisions and the composition of the cabinet. In multiparty systems, before entering a coalition, parties negotiate with each other and regularly draft coalition agreements (Müller & Strøm 2008). During bargaining situations that do not allow for one of the preferred governments, coalition formation could last several months and require several attempts (Ecker & Meyer 2020). In these cases, I expect that pledge coverage remains on a low level until the government has been formed. Afterward, parties should start fulfilling or breaking promises (Phase 2). The only study
on the timing of pledge fulfillment (Duval & Pétry 2019) provides anecdotal evidence that parties fulfill the largest share of pledges in the first year of an electoral cycle. As a result, coverage of promises should reach its first relative peak approximately at the first quarter of the cycle. Reports on promises should remain on a stable, but lower level after this first peak in coverage (Phase 3). If a country holds mid-term or ‘second-order’ elections (either European Parliament or subnational elections), coverage could increase again. Yet, the level of reporting on pledges is likely to be lower than before ‘first-order’ national elections.

The largest proportion of coverage is expected to occur in Phase 4, the time before Election t+1. The launch of party manifestos in the weeks or months before an election serves the purpose of making the party’s positions public. News outlets compare parties’ positions on salient issues, and summarize the promises by the major parties for the upcoming legislative period (Kostadinova 2017). Additionally, politicians outline their plans for the future in interviews or press releases before elections, and voters become more interested in parties’ pledges as an election draws closer (Bischof & Senninger 2018). Besides the increase in coverage of promises for the upcoming legislative period, politicians and journalists also retrospectively judge the fulfillment or breaking of pledges in the current cycle. Taking all of these factors together, coverage of ongoing, broken, and fulfilled promises should increase exponentially before general elections.

**H 1 (Electoral Cycle Hypothesis)** *Media coverage about promises increases until approximately the end of the first quarter and peaks towards the end of an electoral cycle.*

The second expectation relates to the coverage of broken and fulfilled promises. If there was congruence between the empirical evidence (e.g., Thomson et al. 2017; Naurin et al. 2019b) and news coverage, we would expect the media to devote similar attention to broken and fulfilled promises, or even to cover fulfilled promises more than broken promises. However, findings from psychology, economics, biology, and anthropology show consistent evidence of negativity bias (for extensive reviews see Cacioppo & Gardner 1999; Rozin & Royzman 2001; Soroka & McAdams 2015). Humans react more strongly to negative than to positive information, and media coverage tends to be negative. This bias seems to result from journalistic norms of cynicism towards politics as well as consumers’ preferences
for negative news (Trussler & Soroka 2014; Soroka et al. 2019). Lab experiments suggest that citizens are more likely to select news stories about election campaigns that contain negatively framed information (Meffert et al. 2006). Similarly, Soroka (2014: 96–101) shows that newsstand sales of newspapers decrease when the cover uses positive rather than neutral or negative tone.

For three reasons, I posit that the media reporting of pledges tends to focus more on broken than on fulfilled promises. First, a broken promise – even if the pledge is not highly salient – could simply be more ‘newsworthy’ than a fulfilled pledge of low importance, given that humans react stronger to negative information. Second, journalists usually aim to report critically on policy processes and outcomes. The ‘adversary model’ assumes that journalists maintain a critical relationship to parties and politics and that journalists act as watchdogs. According to this model, critical coverage protects the public from misuse of power by politicians (e.g., Blumler & Gurevitch 1995; Eriksson & Östman 2013). The press faces incentives to cover what elected representatives are doing wrong, which implies that instances in which politicians did their job do not receive as much media attention. Thus, journalists could have higher intrinsic motivations to report on broken promises – a means to inform the public about grievances – rather than uncritically highlighting achievements. Third, especially opposition MPs point to the ‘failures’ of governments by highlighting promises that have been broken or that cannot be fulfilled until the end of the legislative cycle (Elmelund-Præstekær 2010). Pointing to a broken promise provides the opposition with a good opportunity to criticize the incumbent and to get this short message reported in the news. Hypothesis 2 follows from these considerations:

**H 2 (Unfulfilled Promises Hypothesis)** News outlets report more extensively about unfulfilled promises than about fulfilled promises.

The third hypothesis assumes that negativity in pledge reporting has increased in recent years. First of all, attitudes towards parties and politicians have changed. For example, trust in politicians and political institutions has decreased over time (Clarke et al. 2018), and many countries have seen an increase in political polarization and the rise of populist parties criticizing the political ‘establishment’ (Mudde & Kaltwasser 2018). These factors
could have contributed to a more negative attitude towards parties’ ability to deliver on their promises. The media might also have changed their style of reporting over time. “Political reporting is more imbued with qualities of challenge, vigilance, criticism, and exposure at the expense of giving credit where it may be due” (Blumler 1997: 400).

Evidence from the United States shows that negativity in Presidential campaigns has increased over time. For instance, news stories increasingly cover negative advertisements. Since negative ads are far more likely to receive media coverage, candidates have more incentives to develop negative campaigns (Ridout & Smith 2008; Geer 2012). I posit that the coverage of election promises has evolved in similar ways. As Håkansson & Naurin (2016: 395) note, the “inherently moral aspect of promises [...] provides a foundation for media narratives of political success and/or failure.” Media outlets face financial incentives to react to readers’ interests in negative news. In contrast, politicians know that they have better chances to get their voice heard in the media when they point to the failures by their competitors. For all these reasons, I expect that media coverage of broken promises has increased over time. Having collected media coverage of promises from 1979 until 2017 allows to test the following hypothesis:

**H 3 (Increasing Negativity Hypothesis)** The focus on broken relative to fulfilled promises has increased over time.

**Case Selection**

Newspapers frequently set the agenda and provide comprehensive coverage of domestic and international political events (Roberts & McCombs 1994; Harder et al. 2017). Pledge coverage in print outlets is very likely to be replicated on the newspapers’ websites and shared via their social media accounts. Even though the influence of digital media has increased, citizens still consult newspapers for information about politics (e.g., Fournier et al. 2015; McAllister et al. 2016; Fieldhouse et al. 2018). Besides the vital agenda-setting function, newspapers permit the analysis of pledge coverage over many decades. Alternative sources, such as TV transcripts and social media, do not allow for comparable time-series
analyses. I opt for a comparative approach using outlets from 33 electoral cycles in Australia, Canada, Ireland, and the United Kingdom.

Although the sample is limited to English speaking parliamentary democracies, the countries offer considerable variation in institutional settings and the media systems. The sample includes countries with a majoritarian constitutional design and strong executives (United Kingdom, Australia, Canada) and Ireland as a mixed multiparty system (Powell 2000). The electoral rules also differ across: the United Kingdom and Canada employ a first-past-the-post (FPTP) system with single-member constituencies. Australia uses the Alternative Vote, and elections in Ireland are conducted under the Single-Transferable Vote system. As a consequence of the electoral system, the effective number of parliamentary parties and the number of government parties differ across the sample. The sample includes both broadsheet and tabloid newspapers. Moreover, all countries have been analyzed previously in terms of pledge fulfillment and these studies concluded that governments fulfilled more promises than commonly assumed (e.g., Royed 1996; Thomson & Costello 2016; Pétry et al. 2018; Carson et al. 2019; Naurin et al. 2019b). In sum, the countries vary in terms of party-system and constitutional features, the degree of federalism, and government types. Finding similar patterns of media coverage across these four institutionally different contexts would strengthen the validity and generalizability of the conclusions.

Data and Classification

I determined the newspapers with the largest readership in each country and selected newspapers that are available on the online database NexisLexis. I downloaded all articles from these newspapers that contain a word indicating a pledge or promise, and that mention at least one of the parties represented in the national parliament of the respective country (SI Section B). Figure 1 plots the data availability of the newspapers included in the analysis, along with the number of sentences on promises. The average newspaper availability
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3Note that the cabinets between the Liberal Party of Australia and the National Party of Australia can be regarded either as coalitions or as single-party governments. Even though both parties are separate organizations, the Liberals and Nationals maintain informal cooperation and formal agreements. I run the analyses for the type of government two times: once by treating both the Liberals and Nationals as only one party and once by coding the cabinets consisting of the two parties as a coalition. The results do not change.
amounts to 25.3 years (median: 27 years; standard deviation: 6 years).\textsuperscript{4} The text corpus covers ten full cycles in Canada and Australia, seven cycles in the United Kingdom, and five electoral cycles in Ireland. The corpus includes 437,901 relevant sentences from 302,770 newspaper articles.

Analyzing almost half a million sentences mentioning promises and parties poses several challenges. A hand-coded approach is beyond the scope of feasibility. An entirely unsupervised text-as-data approach on the level of articles, on the other hand, fails to pick up nuances and subtle differences between statements relating to promises. I opt for a combination of human judgment and quantitative text analysis to filter relevant sentences from the corpus (Grimmer & Stewart 2013; Soroka & Wlezien 2019). Having retrieved the newspaper articles, the relevant content is extracted in several steps. Text pre-processing and the classification were conducted using the \texttt{quanteda} R package (Benoit et al. 2018).

\textsuperscript{4}I merge weekday and Sunday editions of the same newspaper. Results remain the same when Sunday editions are treated as separate outlets.
All articles and meta information on each article are imported into a text corpus. The corpus is reshaped to the level of sentences resulting in over 15.7 million sentences. Since the main interest lies in sentences that mention promises, I only selected statements that contain keywords indicating a pledge.

To classify promise-related statements, I construct a dictionary with terms indicating an election pledge as well as the fulfillment/breaking of the promise. Statements on broken and fulfilled pledges consist of a word indicating a promise and a verb in past tense that emphasizes either the breaking or fulfillment of a promise. To separate ‘ongoing promises’ from sentences on non-political promises, I apply a part-of-speech tagger to all available sentences from party manifestos in the United Kingdom between 1945 and 2017 and extract the 75 most frequent verbs that appear in sentences mentioning a political promise. Sentences that contain a promise-related term and one of these verbs, or mention a domestic party or Member of Parliament (MP) are classified as ‘ongoing promises’. Selecting verbs and named entities (i.e., names of MPs and parties) as a filter for ongoing promises helps to remove sentences that mention promises which might not relate to politics. To sum up, the classes ‘broken’ and ‘fulfilled’ include terms describing the fulfillment or breaking of a pledge, whereas ‘ongoing promises’ do not exclude such terms. ‘Ongoing promises’ usually describe an action or outcome that has been announced or is in the process of being undertaken by a political party. Yet, some of these sentences may – to different degrees – be informative with regard to whether the party is or has been able to deliver on a promise.

For two reasons, I selected only a few keywords (see Table A3). First, the classification limited to key terms ensures that sentences labeled as broken or fulfilled relate to the concept under investigation. A more extensive collection of keywords increases the proportion of false-positive classifications. Recent research shows that a small dictionary can outperform larger collections of keywords (Muddiman et al. 2019). Second, sentences that summarize a promised policy action or outcome and contain information on the fulfillment or breaking provide readers with comprehensible information about parties’ ability to deliver on their promises. Given that many citizens lack accurate knowledge about specific pledges made by political parties (SI Section A), it seems to be appropriate to focus on sentences that
state explicitly that a political actor has promised a policy action or outcome. To be clear, even though fulfilled or broken promises can be expressed differently, this keyword-based approach allows for a transparent and intuitive classification.

Validation

Validation is essential when working with text-as-data approaches (Grimmer & Stewart 2013). I assess the selection and classification of articles in four ways (SI Section C). First, the dictionary-based analysis resulted in a more reliable separation of classes than supervised classifiers when comparing the results to 400 English crowd-coded sentences (Benoit et al. 2016), randomly sampled from the text corpus (SI Section C.1).

Second, I investigate the immediate context of terms used to classify broken and fulfilled promises analyzing word co-occurrences for sentences on promises in each class (SI Section C.2). This textual network analysis offers strong evidence that the classification into the three categories indeed picks up sentences on politics, political promises, and policy-making, indicated by terms such as budget, coalition, government, manifesto, minister, and policy. Moreover, we observe clear differences in word co-occurrences between the classes ‘broken’ and ‘fulfilled’.

Third, I test whether the articles retrieved through the keyword search correspond to the articles about policy areas in which a promise has been made (SI Section C.3). For the three months before the 2015 UK General election, I download all articles that mention keywords from at least one of the six pledges analyzed in Thomson & Brandenburg (2019). Around 50% of these articles also include words starting with pledge or promise. To be clear, a large share of articles on these policy issues includes keywords used for retrieving the sample of newspaper articles. The search query based on promise-related seed words appears justifiable. Articles on promises that have been classified as broken in Thomson & Brandenburg (2019) should also be more contain more terms from the keywords used to classify the breaking of promises. Indeed, the focus on the breaking of a promise is highest for the two unfulfilled pledges.
Finally, I examine whether the class of ‘ongoing promises’ focuses mostly on political promises or whether these sentences may in fact clarify that a promise has been fulfilled (or broken) using words not included in the set of keywords for the classification. I randomly selected 400 sentences from the class of ‘ongoing promises’ (100 sentences per country) and check whether a sentences is related to a political promise and whether a statement mentions the breaking or fulfillment. Around 80% of the random sample of ‘ongoing promises’ indeed relates to political promises. 7% of the sentences contain information on the breaking of a promise, 3% of the statements point to the (potential) fulfillment of a pledge. Yet, in almost all of these instances, the details on the fulfillment or breaking are very vague (SI Section C.4). This finding mirrors the results of the crowd-sourced coding task. The dictionary-approach performs well in separating promise-related content into the three categories, and only very few sentences in the class of “ongoing promises’ mention the fulfillment of a pledge.

Variables and Methods

In this section, I describe the dependent variables, independent and control variables, and the methodological approach. In order to test how coverage varies throughout the cycle (Hypothesis 1), I count the number of Articles on promise-related sentences per day for each of the three classes (ongoing, fulfilled, and broken). The dataset thus consists of an equal number of observations for ‘broken’, ‘fulfilled’, and ‘ongoing’ promises. Each observation indicates how many sentences about each class have been published on a given day in a country. If no pledge-related sentence in one of the classes was published on a given day in a country, the count of sentences is set to 0. To test Hypotheses 2 and 3, I use the Ratio of broken to fulfilled promises as the dependent variable. I aggregate the statements for each cycle and newspaper by quarter and divide the number of sentences about broken promises by the number of sentences about fulfilled promises. A value of 1 implies that a newspaper published an equal number of sentences classified as ‘fulfilled’ and as ‘broken’. A value of 2 indicates that the number of sentences about broken promises was twice as
large as the number of sentences about fulfilled promises.\(^5\) In the Supporting Information I also measure the dependent variable as the logged ratio of statements on broken to fulfilled promises to avoid skewness and limit the influence of outliers (Lowe et al. 2011; Proksch et al. 2019). The conclusions remain unchanged.

I add a set of independent and control variables to the regression models. Electoral cycle serves as the independent variable for Hypothesis 1. It standardizes the length of each cycle, taking the value 0 for the day after an election and 1 for the day of the upcoming election. Rescaling the variable is necessary since the duration of cycles varies, either because of different maximum term lengths or early elections (Müller & Louwerse 2018). I add the second- and third-order polynomials of Electoral cycle to allow for curvilinear effects over time, and also use generalized additive models (GAM) to test whether results depend on the model specification or the inclusion of control variables. I add the continuous variable Year to all models to control for changes over time, and control for the Government type (single-party government or multiparty cabinet). Government approval and the economic situation could influence reports on political promises. Therefore, I also control for the logged quarterly Change in GDP growth (lagged by one quarter) and the average Change in government approval of all cabinet parties in a given quarter compared to the previous election using data provided in Jennings & Wlezien (2016, 2018). I add either dummies or random effects (depending on the regression model) for each Country, Cycle, and Newspaper. In order to make regression results interpretable in substantive terms, I report predicted/fitted counts (Hypothesis 1) and predicted/fitted values (Hypothesis 2 and 3) using the effects R package (Fox 2003; Fox & Weisberg 2019), holding the remaining covariates fixed at their mean (continuous variables) or modal value (factor variables).

Results

The results are presented in three steps. First, I provide evidence regarding the coverage of different types of reports on promises across the four countries throughout the electoral
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\(^5\)I only consider newspaper-quarter observations with at least one statement on broken and one statement on fulfilled promises.
cycle (Hypothesis 1). Second, I test Hypotheses 2 and 3. Third, I summarize a series of robustness tests to assess the validity of the findings.

Coverage Throughout the Electoral Cycle

Does coverage of promises vary throughout the electoral cycle? Figure 2 plots generalized additive model (GAM) smoothers for the development of pledge coverage throughout the cycle for each country and class. In all countries, we observe a sharp increase in coverage before an election (i.e., when Electoral cycle approaches a value of 1). This finding holds for coverage on broken, fulfilled, and ongoing promises. Newspapers indeed inform voters about promises when an election approaches.

Figure 2: The daily proportion of pledge-related statements throughout the electoral cycle

![Graph showing daily coverage throughout the electoral cycle](image)

**Note:** The lines are based on generalized additive model (GAM) smoothers. The dates are standardized from 0 to 1 for each cycle, where 0 marks the date of Election $t$, and the date of Election $t+1$ is set to 1.
While these smoothed lines allow for temporal variation, they do not consider any control variables. The sample consists of multiparty cabinets and single-party governments, and we might expect different developments for cabinets comprised of more than one government party. More to the point, the focus on broken promises in the first half of a cycle could be stronger for multiparty governments. Coalition parties need to make compromises which reduces the parties’ ability to fulfill their own pledges (Thomson et al. 2017; Naurin et al. 2019b). Additionally, Duval & Pétry (2019) provide evidence from Canada that parties fulfill most pledges in the first year of the electoral cycle, which should increase coverage of fulfilled promises under single- and multiparty government.

Figure 3: The predicted number of articles per day for single-party and multiparty governments, separately for each class

Note: The estimates are based on negative binomial regression models with the number of daily articles as the dependent variable (see Table A8). All models include first, second, and third-order polynomials for Electoral cycle, the lagged dependent variable, and control for changes in the economic situation, changes in government approval, and cycles. Note that the y-axes differ for each facet to show the developments within each class. Grey areas show 95% confidence intervals.

The predicted counts of coverage conditional on the government type shows once more that coverage of all three types of political promises increases exponentially before
Election $t+1$ (Figure 3). The top-left panel of Figure 3 (broken promises under multiparty government) indeed suggests a small increase in the count of articles per day in the first quarter of a cycle. However, this finding should be taken with a grain of salt. The increase is rather moderate and only evident for reports on broken promises under multiparty government. The plots and regressions offer partial support for Hypothesis 1: while coverage peaks before elections, we do not observe a consistently higher degree of coverage at around the first quarter of a cycle.

Coverage of Different Types of Promise-Related Statements

Do newspapers exert a negativity bias when reporting on political promises? Table 1 lists the number of relevant sentences for each country and category, along with the percentages of each class. Between 2.0% and 3.3% of the statements include a term indicating a fulfilled promise. The proportion of coverage on broken promises is substantively higher in all four countries, ranging between 3.7% and 6.4%. Over 90% of statements are classified as promises that mention a promise-related term and a verb co-occurring with future-related language in manifestos.

<table>
<thead>
<tr>
<th>Country</th>
<th>Ongoing (%)</th>
<th>Broken (%)</th>
<th>Fulfilled (%)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>52,428 (91.2%)</td>
<td>3,663 (6.4%)</td>
<td>1,390 (2.4%)</td>
<td>57,481</td>
</tr>
<tr>
<td>Canada</td>
<td>51,755 (92.5%)</td>
<td>2,625 (4.7%)</td>
<td>1,578 (2.8%)</td>
<td>55,958</td>
</tr>
<tr>
<td>Ireland</td>
<td>31,794 (92.1%)</td>
<td>1,591 (4.6%)</td>
<td>1,127 (3.3%)</td>
<td>34,512</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>273,312 (94.3%)</td>
<td>10,598 (3.7%)</td>
<td>5,803 (2.0%)</td>
<td>289,713</td>
</tr>
</tbody>
</table>

Moving beyond aggregated proportions of each class, I run multilevel linear regressions with the ratio of statements about fulfilled to broken promises per quarter in each newspaper.

---

6 Counting the Liberal Party of Australia and the National Party of Australia as only one party results in high multicollinearity between the factor level ‘Ireland’ and the type of government (coalition vs. single-party government) because in this case – apart from the coalition in the United Kingdom between 2010 and 2015 – the sample consists only of Irish coalition governments. However, coefficients for the central variables of interest do not change depending on the coding of Australian cabinets. Moreover, the shapes of pledge coverage throughout the electoral cycle conditional on the government type remain similar when treating cabinets consisting of the Liberals and Nationals as single- or multiparty governments (Figures A12 and A13).
and quarter as the dependent variable (Table 2). Model 1 uses all quarter-newspaper observations with at least one statement on broken and at least one statement on fulfilled promises. First of all, tabloid newspapers exert a significantly and substantively higher negativity bias than broadsheets. Changes in the economic situation or public support do not indicate any statistical or substantive significance. The positive and statistically significant coefficient for Year suggests an increase in the focus on broken promises over time. Results remain very similar when limiting the sample to sentences that directly refer to a political party or a Member of Parliament (Model 2) or using the lagged ratio of broken to fulfilled promises (Model 3 of Table 2; see also SI Section D).

Table 2: Predicting the ratio of broken to fulfilled promises per quarter and newspaper

<table>
<thead>
<tr>
<th></th>
<th>M1: Full sample</th>
<th>M2: Actor mentioned</th>
<th>M3: Logged DV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Newspaper: Tabloid</td>
<td>0.80**</td>
<td>0.63*</td>
<td>0.17**</td>
</tr>
<tr>
<td></td>
<td>(0.28)</td>
<td>(0.32)</td>
<td>(0.06)</td>
</tr>
<tr>
<td>Canada</td>
<td>−0.46</td>
<td>−0.44</td>
<td>−0.17</td>
</tr>
<tr>
<td></td>
<td>(0.45)</td>
<td>(0.58)</td>
<td>(0.13)</td>
</tr>
<tr>
<td>Ireland</td>
<td>−0.61</td>
<td>−0.04</td>
<td>−0.14</td>
</tr>
<tr>
<td></td>
<td>(0.59)</td>
<td>(0.73)</td>
<td>(0.17)</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>−0.18</td>
<td>−0.01</td>
<td>−0.01</td>
</tr>
<tr>
<td></td>
<td>(0.40)</td>
<td>(0.52)</td>
<td>(0.12)</td>
</tr>
<tr>
<td>Lagged GDP change (log)</td>
<td>0.04</td>
<td>−0.12</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>(0.14)</td>
<td>(0.17)</td>
<td>(0.04)</td>
</tr>
<tr>
<td>Poll change to previous election</td>
<td>−0.02</td>
<td>−0.01</td>
<td>−0.00</td>
</tr>
<tr>
<td></td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.00)</td>
</tr>
<tr>
<td>Year</td>
<td>0.03**</td>
<td>0.06***</td>
<td>0.02***</td>
</tr>
<tr>
<td></td>
<td>(0.01)</td>
<td>(0.02)</td>
<td>(0.00)</td>
</tr>
<tr>
<td>Gov. type: Single-party government</td>
<td>0.19</td>
<td>0.57</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>(0.31)</td>
<td>(0.45)</td>
<td>(0.12)</td>
</tr>
</tbody>
</table>

AIC 7288.66 6689.23 3362.98
BIC 7353.33 6752.28 3427.65
Log likelihood −3632.33 −3332.61 −1669.49
N 1619 1414 1619
N (Cycles) 32 32 32
N (Newspapers) 22 22 22

Note: Model 1 uses the full sample of quarters with at least one sentence on broken and one sentence on fulfilled promises. Model 2 considers only sentences that also mention a political party or MP serving in the respective cycle. Model 3 uses a logged dependent variable of the ratio. Models include random intercepts for each newspaper and cycle. Intercepts omitted from table. Standard errors in parentheses.

Because not every newspaper published at least one statement on broken and one statement on fulfilled promises in a given quarter, the dataset contains some missing values. This makes a panel-data analysis unfeasible. By controlling for the year and adding random effects for each newspaper and cycle, I try to take into account time- and cycle-specific circumstances.
Figure 4 shows the values of the ratio of broken to fulfilled promises based on the coefficients from Model 1. Values exceeding 1 indicate a higher emphasis on broken promises. On average, newspapers across the four countries cover broken promises 2 to 2.5 times more often than fulfilled promises (Figure 4a). The result is significant for Australia, Canada, and the United Kingdom. As Table 2 and the predicted values for the type of newspaper indicate (Figure A14), broadsheets exert a smaller negativity bias than tabloids. The fact that only Irish broadsheet papers were available for a sufficiently long period might explain the slightly lower point estimate and larger standard errors. When controlling for outliers using the logged ratio, the effect is also statistically significant for the Irish outlets. These results and alternative model specifications offer strong support for Hypothesis 2. Newspapers focus much more on broken than on fulfilled promises.

**Figure 4:** The predicted ratio of reports on broken to fulfilled promises per quarter and newspaper

(a) Predicted values for each country

(b) Predicted values over time

*Note:* The estimates are based on Model 1 of Table 2. A ratio of 1 implies that the number of statements on broken promises equals the number of statements on fulfilled promises. Vertical bars and shaded areas show 95% confidence intervals.

As posited in Hypothesis 3, statements on broken promises, relative to fulfilled promises, should have increased throughout time. Figure 4b plots the predicted ratio of broken to fulfilled promises over time. Whereas coverage seemed to be more balanced in the 1980s, the focus on broken, relative to fulfilled promises has increased from around 1.5 times higher coverage of broken promises to a 2.5 times higher coverage in the 2000s. Figure
A15 repeats the analysis with loess regressions and points to similar conclusions. With some fluctuations, media outlets tend to focus more on broken promises since the 2000s. Importantly, the fulfillment of campaign pledges has not decreased in recent years, as a reanalysis of Thomson et al.’s (2017) comparative study underscores (Figure A16). Thus, the media has not increased the focus on broken promises as a reaction to a decline in pledge fulfillment. Figure A17 shows that most articles were published in broadsheet newspapers and that the share of statements from broadsheets relative to the more negative tabloids has even increased. The higher focus on broken promises in recent years is not caused by newspaper selection bias (which would imply a decline in articles from broadsheets relative to tabloids).

Turning to differences across newspapers, Figure 5 shows bootstrapped ratios of reports on broken promises to reports on fulfilled promises for each newspaper. The ratios exceed the value of 1 (which would suggest equal coverage of broken and fulfilled promises) across all 22 papers. All outlets tend to exert a negativity bias. Yet, we observe differences between tabloids and broadsheets. As expected, the focus on broken promises is much stronger in tabloid newspapers, especially in the United Kingdom, a country with high newspaper polarization (Hallin & Mancini 2004; Ladd & Lenz 2009; Wring & Deacon 2018). For instance, The Sun and the Daily Mirror cover broken promises between 3.5 and 4.5 more than fulfilled promises.

**Robustness Tests**

I conducted various robustness checks related to the classification, measurement, or modeling choice. First, using a dictionary-based classification offers advantages (straightforward interpretation and transparency), but also disadvantages (the choice of keywords can influence results). One way of dealing with this disadvantage is the construction of more than one dictionary. I developed an alternative dictionary derived from a comparison with human coding of sentences on political promises. The terms that maximize correspondence between the human coding and dictionary classification contain slightly different keywords and do not limit the terms for broken and fulfilled promises to verbs in past tense. Despite
Figure 5: The quarterly focus on broken promises relative to fulfilled promises in newspapers

Note: The points show the mean values, the horizontal bars depict 95% bootstrapped confidence intervals.

the different choice of words, the aggregated proportions correlate highly and regression results remain the same (SI Section E.1).

Second, I measure negativity bias by conducting a sentiment analysis (for a similar procedure, see Duval 2019). If the media focus on negative aspects when reporting on promises, we would expect the tone of sentences classified either as ‘broken’ or ‘fulfilled’ to be more negative than the tone of sentences classified as ‘ongoing’ promises. I apply the Lexicoder Sentiment Dictionary (Young & Soroka 2012), a frequently used sentiment dictionary for political and economic news, to all sentences in the corpus. If the media did not exert a negativity bias, we would expect sentences on broken or fulfilled promises not to differ substantively from sentences classified as ongoing promises. In all four countries, however, the average scores for sentences on broken promises or fulfilled promises are significantly and substantively less positive than the baseline category (Figure 6).

This finding also holds when running multilevel regressions with the sentiment of each sentence as the dependent variable and after adding relevant control variables. The

---

8 The dictionary consists of 1,709 positive and 2,858 negative terms, as well as their respective negations.
Figure 6: Aggregated sentiment (per quarter and newspaper) for sentences classified either as ‘broken’ or ‘fulfilled’, against the baseline of sentences classified as ‘ongoing’

Note: The points show the mean values, the horizontal bars depict 95% bootstrapped confidence intervals. Lower values suggest more negative sentiment.

estimated difference between the baseline of ‘ongoing promises’ and sentences on ‘broken’ or ‘fulfilled’ promises corresponds to 60% of the standard deviation of the sentiment variable, indicating a substantive negativity bias. Moreover, we observe a development towards higher negativity in sentences on broken and fulfilled promises in recent years, mirroring the finding that the focus on broken promises relative to fulfilled promise has increased (SI Section E.2).

Finally, investigating the most ‘unique’ terms for sentences classified as ‘broken’ and ‘fulfilled’ reveals that many words in the class of ‘fulfilled promises’ (e.g., never, little, small) have a negative connotation and might instead refer to the breaking of a pledge (SI Section E.3). Given that the dictionary approach tends to overestimate the proportion of fulfilled promises (SI Section C.1), the gap between reports on broken and fulfilled promises reported in this paper should be interpreted as conservative estimates of the negativity bias.

Discussion

Do the media exert a negativity bias when reporting on campaign promises? This paper constitutes the most comprehensive study on media coverage of election pledges to date. Results allow for three conclusions. First, reporting on pledges reaches its maximum level of coverage before general elections. This finding is reassuring for the underlying assumptions of promissory representation and political accountability (Powell 2000; Mansbridge 2003):
voters indeed receive information on broken and fulfilled pledges as well as promises for the
upcoming legislative cycle. Second, I uncover a consistent negativity bias in media coverage
of promises. News outlets usually report at least twice as much on broken promises than on
fulfilled promises. All newspapers analyzed in this paper exert a negativity bias, with some
of the tabloids focusing 3.5 to 4 times more on broken pledges. Alternative specifications
of broken and fulfilled pledges and a sentiment analysis offer additional support for this
finding. Third, the strength of the negativity bias seems to have increased over time.

Although the selected countries show variation in terms of the party system, federalism,
and government types, the study is limited to a selection of English speaking parliamen-
tary democracies. Future research should analyze more countries that have experienced
multiparty or minority governments in order to assess whether the countries are indeed
generalizable. Given the high similarity in terms of coverage over time and between the
types of statements, I expect that the finding should also hold in other democracies.

Coverage in newspapers could be compared to the emphasis placed on issues in party
manifestos to investigate whether salient pledges in manifestos also receive more media
attention before an election. If the differences between salience in manifestos and newspapers
are large, we might have even more doubts as to whether the proportion of fulfilled manifesto
pledges changes voters’ perceptions of government performance. Future research should
also combine newspaper coverage of promises with the theory of issue ownership (Petrocik
1996). If a party is perceived as being competent on a particular issue, the media might
report more often and more negatively if the party fails to deliver on a pledge in this policy
area.

The results have important implications for the linkage between parties and voters.
Media outlets tend to stress political failures more than political success when covering
promises. The extensive coverage of ongoing promises might – at least partially – explain
why so many voters do not believe that politicians keep their promises (ISSP Research
Group 2018). Since the largest share of coverage is not devoted to broken or fulfilled
pledges, voters could have the feeling that parties ‘promise ever more’ (Håkansson & Naurin
2016) without knowing about the actual performance of parties in office. Besides, the
finding that most statements on promises do not contain information on their breaking or fulfillment might help us to understand why citizens’ evaluations of pledges often tends to be inaccurate (Duval & Pétry 2018; Thomson & Brandenburg 2019). I hope that the findings of this paper encourage researchers to pay more attention to the media when analyzing the mandate-to-policy linkage.
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A Knowledge of Pledges and Pledge Fulfillment

Figures A1 and A2 list the pledges included in the studies by Thomson (2011), Thomson & Brandenburg (2019), Naurin & Oscarsson (2017), Belchior (2019), and Duval & Pétry (2018), along with the proportions of respondents who evaluated the fulfillment incorrectly and the proportions of respondents who replied ‘don’t know’.

**Figure A1:** The proportions of respondents who did not know about the fulfillment of a pledge and who made an incorrect evaluation

*Note:* Each dot shows one pledge from the four published studies on citizens’ pledge evaluations (Thomson 2011; Thomson & Brandenburg 2019; Naurin & Oscarsson 2017; Belchior 2019; Duval & Pétry 2018).
Figure A2: The proportions of respondents who did not know about the fulfilment of a pledge and who made an incorrect evaluation, along with the exact pledge

<table>
<thead>
<tr>
<th>Pledge</th>
<th>Don't know</th>
<th>Incorrect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cut hospital waiting times</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Reduce school sizes</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Increase police</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Reduce tax</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Job guarantee for all people under 25 years</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Abolish the temporary austerity tax for earners of high incomes</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Law that obliges citizens to intervene when others are in distress</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>National test in Swedish language in third grade</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Replace the state tax on real estate with a low municipal fee</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Lower the income taxes for low- and medium-wage earners</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Tax reduction for household services</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>End government subsidies to political parties</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Allow students with student loans to work part-time</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Purchase CF–35 fighter jets for the Armed Force</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Pass law to limit the terms of federal Senators</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Give a tax credit when children do arts</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>End the long–gun registry</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Allow income–splitting for couples with children</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Increase health spending each year</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Scrap compulsory retirement ages</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Raise tax allowance</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Scrap ID cards and biometric passports</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Reduce net migration</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Scrap tuition fees in higher education</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Renegotiate PPPs in which the state's interests were not safeguarded</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Increase in the minimum social and rural pensions</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Reduce benefits linked to the Personal Income Tax</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Reduce working period required for access to unemployment benefits</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Reduce average waiting time for hospital appointments</td>
<td>●</td>
<td>●</td>
</tr>
</tbody>
</table>

Note: Each dot shows one pledge from the four published studies on citizens’ pledge evaluations (Thomson 2011; Thomson & Brandenburg 2019; Naurin & Oscarsson 2017; Belchior 2019; Duval & Pétry 2018).
B Classifying Promise-Related Sentences

As described in the paper, I selected newspapers with the highest circulation within each country. If possible, I also selected newspapers with different political leanings and different formats (broadsheet and tabloid). Articles are retrieved from NexisLexis. The search query followed the same pattern across all countries. The string retrieves articles that contain a term indicating a promise/pledge, or mentioning the word party manifesto and contain the name of one of the main parties in the respective country.\footnote{For example, the following string has been used for the UK newspapers: \texttt{\textasciitilde promise* OR pledge* OR manifesto* AND Labour* OR Conservatives* OR Tories* OR Conservative Party* OR Liberal Democrats* OR Liberal Democratic Party* OR UKIP* OR Scottish National Party* OR Democratic Unionist Party* OR DUP* OR SNP* OR Green Party* OR Plaid Cymru*}.} Note that NexisLexis automatically finds singular, regular plural and possessive endings for search words. NexisLexis sometimes posts two or more versions of the same article. I removed these duplicated articles using pattern matching of the outlet, the title of the article, and the date. I kept the longest version of duplicated articles in the text corpus.

Figure A3 outlines the classification and validation. First, I load all newspaper articles into a text corpus and reshape the document-level corpus to the level of sentences using the \texttt{quanteda R} package (Benoit et al. 2018). The reshaped corpus consists of over 15.7 million sentences.\footnote{Beside the duplicates, this corpus also includes versions of articles that have been published on the newspapers’ websites. Because the offline and online news are almost identical, I focus only on printed newspapers.} The main interest, however, lies in sentences that directly relate to promises, not all sentences from the articles. Therefore, I only keep sentences that include \texttt{pledge*}, \texttt{promise*}, \texttt{guarantee*}, \texttt{assure*}, or \texttt{ensur*} which reduces the text corpus by over 97% to 512,683 sentences (for a similar classification method see, e.g., Soroka & Wlezien 2019).

Afterward, I check whether the statement (or its contextual unit of \pm one sentence) mentions a party or politician. I tokenize the pledge-related sentences and compound party names as well as first and surnames of MPs. I apply a dictionary with party names and abbreviations and a second dictionary containing the names of politicians serving in each cycle. The dictionary was created using datasets from the website \textit{EveryPolitician}\footnote{https://everypolitician.org.}. For legislative periods not covered by \textit{EveryPolitician}, I scraped the names and party affiliations...
from the websites of the national parliaments. Note that “glob”-style wildcard matching is used to detect genitives and plural forms of parties or MPs. To minimize the number of false-positives, the names/parties are matched case-sensitive. For instance, the algorithm will classify Labour_Party, Labour_Party’s, and Labour as a party, but not labour. I run the dictionary analysis of politicians in a loop for each cycle to ensure that the classification only considers politicians that served in the respective electoral cycle. Next, I apply the dictionaries with keywords for broken and fulfilled promises. If the number of terms from the ‘broken’ (‘fulfilled’) class exceeds the ‘fulfilled’ (‘broken’) keywords, the sentence is coded as ‘broken’ (‘fulfilled’). Sentences not containing keywords from the ‘broken’ or ‘fulfilled’ categories, but mentioning a promise-related term and a name of a party or MP or one of the 75 most frequent verbs co-occurring with terms indicating a promise in party manifestos from the United Kingdom are classified as ‘ongoing’. I conduct various validation checks and robustness tests, which are outlined in detail in the paper and the following sections.
Figure A3: Retrieving, segmenting, and classifying newspaper articles

Newspaper articles

Sentence-level corpus

Corpus of sentences relating to political promises

Classified sentences

- Fulfilled promise
- Broken promise
- Ongoing promise
- Non-political promise (excluded from analysis)

Validation
1. Comparison to human coding
2. Word co-occurrences
3. Keyword selection for data retrieval
4. Content analysis of ‘ongoing promises’

Robustness tests
1. Alternative dictionary
2. Only sentences that mention MP or party
3. Sentiment analysis and relevant terms

Conditions for inclusion:
• \( \geq 1 \) promise-related keyword
• \( \geq 1 \) domestic political party

Reshape corpus to the level of sentences using punctuation characters as delimiters

Filter sentences (and the unit of \( \pm \) one sentence) that contain \( \geq 1 \) promise-related keyword, and harmonize all sentences to British English

Classify sentences based on keywords using an inductively and a deductively derived list of keywords

\[ \Sigma(\text{Broken}) > \Sigma(\text{Fulfilled}) \]
\[ \Sigma(\text{Fulfilled}) > \Sigma(\text{Broken}) \]

\( \geq 1 \) of 75 verbs that co-occur most frequently with promise*, pledge* or will in UK party manifestos (1945–2017)
C Validation

C.1 Comparison to Human Coding

To test whether the classification into broken, fulfilled, and ongoing promises is meaningful, I compare the crowd-sourced coding (Benoit et al. 2016) of a random sample of 400 sentences to the performance of various classifiers on the same set of sentences. I recruit workers through the platform Figure Eight (previously named CrowdFlower). The workers interested in the coding job receive detailed instructions and several examples on how to code sentences (Section F). An entry test ensures that workers understand the coding instructions. Crowdworkers who pass the entry test evaluate statements based on the coding instructions. To remove ‘spammers’ from the coding job, 20% of all sentences are test questions with a pre-defined answer key. If respondents do not answer more than 80% of these test questions correctly, they get excluded from the job, and their previous codings are not considered in the analysis. Each sentence is coded by three workers and aggregated using the most frequent answer. Figure A4 shows a screenshot of the coding job. Workers are asked to judge the class of the sentence highlighted in red.

Figure A4: Screenshot from crowd coding job

Table A1 compares the dictionary-based classification with the most frequent crowd-sourced coding of the same set of sentences. I assigned the ‘expected to be fulfilled’/‘expected to be broken’ classes to ‘fulfilled’/‘broken’. The classification does not change when excluding
these statements. The average F1 score across the three classes amounts to 0.64 (with a range from 0.61 to 0.69). The F1 score for the class ‘fulfilled’ is the lowest one, since the dictionary picked up ‘false positives’, which results in low precision (Table A2). The aggregated crowd codings classify 41 sentences as ‘fulfilled’, whereas the dictionary classifies 68 sentences as ‘fulfilled’. The ‘true’ difference between broken and fulfilled promises is likely to increase even more if human coders had labeled all sentences. To be more precise, the estimated ratios of broken to fulfilled promises, reported in the paper and based on the dictionary approach, are likely to under- rather than overestimate the negativity bias in newspapers. The ‘keyness’ statistics (SI Section E.3) and the examination of the class ‘ongoing promise’ (SI Section C.4) provide further support for this conclusion.

Table A3 lists all words and expressions used for the inductive and deductive classification. I thank one of the anonymous reviewers for pointing out that negations might be conceptually different. For instance, ‘not fulfilled’ may not be the same as ‘broken’. However, negations occur very rarely: fewer than 3% (broken) and 1% (fulfilled) of all matched dictionary terms within each class are negations. Negations do not influence results or the interpretation of the findings.

### Table A1: Cross-table of dictionary-based classifier

<table>
<thead>
<tr>
<th></th>
<th>Broken</th>
<th>Fulfilled</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crowd: Broken</td>
<td>146</td>
<td>13</td>
<td>52</td>
</tr>
<tr>
<td>Crowd: Fulfilled</td>
<td>1</td>
<td>33</td>
<td>7</td>
</tr>
<tr>
<td>Crowd: Other</td>
<td>63</td>
<td>22</td>
<td>121</td>
</tr>
</tbody>
</table>

### Table A2: Performance of dictionary-based classification

<table>
<thead>
<tr>
<th>Class</th>
<th>F1 score</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class: Broken</td>
<td>0.69</td>
<td>0.69</td>
<td>0.70</td>
</tr>
<tr>
<td>Class: Fulfilled</td>
<td>0.61</td>
<td>0.80</td>
<td>0.49</td>
</tr>
<tr>
<td>Class: Other</td>
<td>0.63</td>
<td>0.59</td>
<td>0.67</td>
</tr>
</tbody>
</table>
Table A3: Words used for dictionary classification

<table>
<thead>
<tr>
<th>Category</th>
<th>Terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pledge</td>
<td>assure*; ensur*; guarantee*; pledge*; promise*</td>
</tr>
<tr>
<td>Ongoing</td>
<td>abolish; achieve; allow; based; become; believe; bring; build; can; continue; create; cut; deliver; develop; enable; encourage; end; ensure; ensuring; establish; existing; expand; extend; get; give; given; giving; go; help; implement; improve; include; including; increase; increased; increasing; introduce; invest; keep; made; maintain; make; making; meet; must; need; paid; pay; press; prevent; promote; protect; provide; providing; put; raise; receive; reduce; reform; remain; require; restore; review; see; seek; set; strengthen; support; tackle; take; use; want; will; work; working</td>
</tr>
<tr>
<td>Fulfilled (inductive)</td>
<td>delivered; fulfilled; implemented; kept; not been broken; not break; not broken; not fail*</td>
</tr>
<tr>
<td>Fulfilled (deductive)</td>
<td>fulfil*; kept; not break*; not broken</td>
</tr>
<tr>
<td>Broken (inductive)</td>
<td>broke; broken; failed; not been delivered; not been fulfilled; not been implemented; not been kept; not delivered; not fulfilled; not implemented; not kept</td>
</tr>
<tr>
<td>Broken (deductive)</td>
<td>broke; broken; fail* to; failure; not fulfil*; not keep*; not kept</td>
</tr>
</tbody>
</table>

C.2 Word Co-Occurrences

Figures A5 and A7 show network graphs of the co-occurrence of terms used to classify broken and fulfilled promises. I construct a feature co-occurrence matrix (Benoit et al. 2018) of the dictionary terms used to classify broken/fulfilled promises, retrieve the 30 most frequent features and create network plots for each country and the two classes (broken and fulfilled). Thicker lines indicate that two words co-occur (within a window of 3 features) more often. The terms clearly show that the most frequent co-occurring terms refer to policy-making, political institutions, parties, and politicians.
Figure A5: Network plots of word co-occurrences for sentences classified as ‘broken promise’

(a) Australia

(b) Canada

(c) Ireland

(d) United Kingdom
Figure A6: Network plots of word co-occurrences for sentences classified as ‘fulfilled promise’

(a) Australia

(b) Canada

(c) Ireland

(d) United Kingdom
**Figure A7**: Network plots of word co-occurrences for sentences classified as ‘ongoing promise’

(a) Australia

(b) Canada

(c) Ireland

(d) United Kingdom
C.3 Selection of Newspaper Articles

For this paper, I downloaded articles based on pledge-related keywords instead of actual pledges from manifestos. The question remains as to whether this search query systematically excludes articles that mention the progress or fulfillment of a campaign promise without using terms like pledge* or promise*. Therefore, I also chose a different procedure for retrieving articles. I focused on the six salient pledges that were evaluated by respondents in the 2015 British National Election Study (Thomson & Brandenburg 2019). For the three months prior to the 2015 General elections, I retrieved all articles mentioning one or more of the pledges. I decided to employ a very broad search query to filter articles on these policies published in Daily Mail, the Daily Mirror, the Daily Star, the Financial Times, the Independent, the Mail on Sunday, The Guardian, The Sun, and The Times. Table A4 lists the keywords used for each pledge. In a second step, I checked whether the article mentions at least one British political party to ensure that the article is about British politics. Recall that this NexisLexis search query does not filter based on pledge-related terms. Thus, this separate search query allows me to check whether articles on concrete and salient policies indeed contain pledge-related terms and whether the keyword search based on promise*/pledge* could extract some policies systematically.

Table A4: Search query for retrieving articles about pledges mentioned in Thomson & Brandenburg (2019)

<table>
<thead>
<tr>
<th>Pledge</th>
<th>Query</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scrap University tuition fees</td>
<td>tuition fee*</td>
</tr>
<tr>
<td>Raise the tax-free personal allowance to £10,000</td>
<td>tax allowance*</td>
</tr>
<tr>
<td>Scrap compulsory retirement ages</td>
<td>retirement</td>
</tr>
<tr>
<td>Reduce annual net migration to less than 100,000</td>
<td>migration* OR migrant* OR immigr*</td>
</tr>
<tr>
<td>Scrap ID cards and biometric passports</td>
<td>id card* OR biometric passport*</td>
</tr>
<tr>
<td>Increase health spending</td>
<td>health*</td>
</tr>
</tbody>
</table>

The corpus consists of 2,821 newspaper articles that mention one of the keywords from Table A4 and the name of a political party. Figure A8 plots the proportion of articles that contain pledge-related terms for each of the policies. Between 45% and 65% of the news articles include at least one word broadly indicating a promise (promise*, pledge*, guarantee*, assure*, or ensure*). This robustness check suggests that the text corpus used in this paper does not seem to exclude relevant reports about specific
promises systematically. Therefore, it is reasonable to retrieve articles based on pledge-related keywords instead of retrieving newspaper articles based on terms relating to concrete policies.

**Figure A8:** Articles about policies used in Thomson & Brandenburg (2019) that include pledge-related terms

<table>
<thead>
<tr>
<th>Topic</th>
<th>Articles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tuition fees</td>
<td>374</td>
</tr>
<tr>
<td>Tax allowance</td>
<td>104</td>
</tr>
<tr>
<td>Retirement age</td>
<td>31</td>
</tr>
<tr>
<td>Net migration</td>
<td>586</td>
</tr>
<tr>
<td>ID cards and passports</td>
<td>10</td>
</tr>
<tr>
<td>Health spending</td>
<td>1,716</td>
</tr>
</tbody>
</table>

Note: The plot shows the proportion of articles from three UK newspapers published in the three months prior to the 2015 General Election, along with 95% confidence intervals.

Figure A9 plots the ratio of news articles focusing predominantly on the breaking of a promise to the articles focusing on fulfillment of the same promise. First, we observe that the two broken promises received more media attention than the fulfilled promises (except for the ‘health’ pledge). Secondly, the plot seems to suggest that even pledges which have been fulfilled in reality are not exclusively reported as being fulfilled in British newspapers. Yet, an extensive manual classification by human coders must be conducted to make inferences about the question as to whether the media fail to report on the fulfillment or breaking of pledges accurately. Instead, this validity check mainly concerns the question of whether the keyword-based analysis of promise-related content picks up the relevant news articles. This appears to be the case.

**C.4 Assessing the Content of the Class ‘Ongoing Promises’**

Recall that sentences are classified as ‘ongoing promises’ if (1) the news article contains the name of a political party or refers to a manifesto, and if (2) the sentence contains a word indicating a promise as well as (3) one of the 75 most frequent verbs co-occurring with terms indicating a promise in party manifesto.
Figure A9: The ratio of articles classified as mentioning the breaking and fulfillment of a promise

Note: The first number in brackets shows the absolute number of articles classified as ‘broken’, the second number indicates the number of articles classified as ‘fulfilled’.

Since ‘broken’ and ‘fulfilled’ promises are measured using a rather small, but very concrete set of keywords (as suggested by Muddiman et al. 2019), the class ‘ongoing’ promises might contain statements on the breaking or fulfillment of promises which are not captured through the keywords used for the classification of broken and fulfilled promises. To test for this possibility, I randomly selected 400 sentences from the ‘ongoing promises’ class (100 sentences from each country) and hand-coded each sentence in the following way:

1. Does the sentence relate to politics?
2. Does the sentence contain information on a political promise?
3. Does the sentence mention the fulfillment or breaking of a promise?

Across the four countries, almost 80% of the sentences from the sample relate to political promises, but do not include any detailed information on the breaking or fulfillment of a promise (Figure A10). 8% of the sentences do not relate to politics; 4% of the sentences relate to politics but do not mention a promise. This result, along with the other validation tests reported in this paper, shows that the class ‘ongoing promises’ is meaningful and that the vast majority of sentences relate to political pledges. 7% of the sample contains
information on the breaking of a promise; 3% of the statements include information on fulfilled promises. Yet, in almost all of these cases, the details on the fulfillment or breaking are very vague. This finding mirrors the crowd-sourced coding task (SI Section C.1): the dictionary approach performs well in separating promise-related content into the three categories of interest.

**Figure A10:** A manual inspection of the content of ‘ongoing promises’

<table>
<thead>
<tr>
<th>Category</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sentence related to politics, but no promise mentioned</td>
<td>10%</td>
</tr>
<tr>
<td>Sentence not related to politics</td>
<td>30%</td>
</tr>
<tr>
<td>Political promise (without information on breaking or fulfilment)</td>
<td>20%</td>
</tr>
<tr>
<td>Political promise (fulfilled)</td>
<td>5%</td>
</tr>
<tr>
<td>Political promise (broken)</td>
<td>10%</td>
</tr>
</tbody>
</table>

*Note:* Results are based on a hand-coded sample of 400 sentences (100 sentences from each country) that were classified as ‘ongoing promises’.

Even though broken promises and fulfilled promises are rarely mentioned, the number of statements on broken promises (29) is almost three times higher than the number of statements on fulfilled promises (11). Figure A11 reports the results separately for each country. Overall, this validation exercise points towards the negativity bias in pledge reporting (see also SI Section E.2) and underscores that ‘ongoing promises’ is a meaningful and important category.
Figure A11: A manual inspection of the content of ‘ongoing promises’ (separately for each country)

United Kingdom

Ireland

Canada

Australia

Note: Results are based on a hand-coded sample of 400 sentences (100 sentences from each country) that were classified as ‘ongoing promises’.
D Additional Plots and Tables

Tables A5–A7 show the absolute number and relative frequency of sentences classified as ‘broken’, ‘fulfilled’, and ‘ongoing’. The distribution of sentences in each category for the primary classification is shown in the paper (Table 1). Sentences classified as ‘other’ (see SI Section B) are excluded from the analysis. Results shows that aggregated proportions are very similar for the two dictionaries and the two ways of measuring political promises (i.e., either taking all sentences in articles that contain the name of a political party, or only focusing on sentences and their immediate context of ±1 sentence that contain a name of an MP or a party). In all four cases, the proportion of ‘broken’ promises exceeds the proportion of ‘fulfilled’ promises by a considerable margin.

Table A5: Number of relevant sentences for each category and country (inductive, sample of statements directly referring to politician or party)

<table>
<thead>
<tr>
<th>Country</th>
<th>Ongoing</th>
<th>Broken</th>
<th>Fulfilled</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>45,268 (92.0%)</td>
<td>2,921 (5.9%)</td>
<td>1,006 (2.0%)</td>
<td>49,195</td>
</tr>
<tr>
<td>Canada</td>
<td>32,851 (93.5%)</td>
<td>1,494 (4.3%)</td>
<td>779 (2.2%)</td>
<td>35,124</td>
</tr>
<tr>
<td>Ireland</td>
<td>19,496 (93.1%)</td>
<td>895 (4.3%)</td>
<td>540 (2.6%)</td>
<td>20,931</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>217,540 (95.0%)</td>
<td>7,710 (3.4%)</td>
<td>3,798 (1.7%)</td>
<td>229,048</td>
</tr>
</tbody>
</table>

Table A6: Number of relevant sentences for each category and country (deductive, full sample)

<table>
<thead>
<tr>
<th>Country</th>
<th>Ongoing</th>
<th>Broken</th>
<th>Fulfilled</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>53,114 (92.5%)</td>
<td>3,299 (5.7%)</td>
<td>977 (1.7%)</td>
<td>57,390</td>
</tr>
<tr>
<td>Canada</td>
<td>51,902 (92.9%)</td>
<td>2,218 (4.0%)</td>
<td>1,737 (3.1%)</td>
<td>55,857</td>
</tr>
<tr>
<td>Ireland</td>
<td>32,129 (93.6%)</td>
<td>1,304 (3.8%)</td>
<td>899 (2.6%)</td>
<td>34,332</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>274,589 (94.9%)</td>
<td>8,274 (2.9%)</td>
<td>6,541 (2.3%)</td>
<td>289,404</td>
</tr>
</tbody>
</table>
Table A7: Number of relevant sentences for each category and country (deductive, sample of statements directly referring to politician or party)

<table>
<thead>
<tr>
<th>Country</th>
<th>Ongoing</th>
<th>Broken</th>
<th>Fulfilled</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>45,849 (93.2%)</td>
<td>2,661 (5.4%)</td>
<td>709 (1.4%)</td>
<td>49,219</td>
</tr>
<tr>
<td>Canada</td>
<td>32,965 (93.9%)</td>
<td>1,271 (3.6%)</td>
<td>873 (2.5%)</td>
<td>35,109</td>
</tr>
<tr>
<td>Ireland</td>
<td>19,745 (94.3%)</td>
<td>783 (3.7%)</td>
<td>404 (1.9%)</td>
<td>20,932</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>218,701 (95.5%)</td>
<td>6,065 (2.6%)</td>
<td>4,247 (1.9%)</td>
<td>229,013</td>
</tr>
</tbody>
</table>

Table A8 contains the output of negative binomial regressions used to estimate the predicted counts of newspaper coverage in Figure 3. Figure A12 shows generalized additive models for pledge coverage for each class under single-party cabinets and multiparty cabinets. Figure A13 reproduces this plot but recodes all coalitions between the Liberal Party of Australia and the National Party of Australia as single-party cabinets. The shapes of the curves remain very similar. The shapes are similar to the predicted counts in Figure 3, offering support for the accuracy of the modeling choice and the conclusion that coverage of fulfilled promises does not have a first peak in the first half of an electoral cycle.
Table A8: Predicting the number of articles on promises published throughout the electoral cycle

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(Intercept)</td>
<td>0.01</td>
<td>-3.81***</td>
<td>-4.97***</td>
<td>1.27***</td>
<td>-2.02***</td>
<td>-3.21***</td>
</tr>
<tr>
<td></td>
<td>(0.05)</td>
<td>(0.22)</td>
<td>(0.39)</td>
<td>(0.04)</td>
<td>(0.12)</td>
<td>(0.21)</td>
</tr>
<tr>
<td>Number of articles per class (lag)</td>
<td>0.02***</td>
<td>0.26***</td>
<td>0.40***</td>
<td>0.02***</td>
<td>0.31***</td>
<td>0.26**</td>
</tr>
<tr>
<td></td>
<td>(0.00)</td>
<td>(0.02)</td>
<td>(0.04)</td>
<td>(0.00)</td>
<td>(0.02)</td>
<td>(0.09)</td>
</tr>
<tr>
<td>Electoral cycle</td>
<td>21.27***</td>
<td>39.03***</td>
<td>20.90***</td>
<td>15.63***</td>
<td>5.12</td>
<td>15.66*</td>
</tr>
<tr>
<td></td>
<td>(1.26)</td>
<td>(4.39)</td>
<td>(6.21)</td>
<td>(1.34)</td>
<td>(4.81)</td>
<td>(7.52)</td>
</tr>
<tr>
<td>Electoral cycle²</td>
<td>20.94***</td>
<td>19.30***</td>
<td>24.60***</td>
<td>19.87***</td>
<td>26.53***</td>
<td>30.49***</td>
</tr>
<tr>
<td></td>
<td>(1.16)</td>
<td>(3.96)</td>
<td>(5.46)</td>
<td>(1.18)</td>
<td>(4.12)</td>
<td>(6.41)</td>
</tr>
<tr>
<td>Electoral cycle³</td>
<td>12.11***</td>
<td>22.12***</td>
<td>25.32***</td>
<td>8.37***</td>
<td>29.24***</td>
<td>28.29***</td>
</tr>
<tr>
<td></td>
<td>(1.09)</td>
<td>(3.77)</td>
<td>(5.15)</td>
<td>(1.14)</td>
<td>(4.01)</td>
<td>(6.11)</td>
</tr>
<tr>
<td>Lagged GDP change (log)</td>
<td>-0.01</td>
<td>-0.07</td>
<td>-0.17*</td>
<td>-0.04*</td>
<td>0.16*</td>
<td>-0.04</td>
</tr>
<tr>
<td></td>
<td>(0.01)</td>
<td>(0.06)</td>
<td>(0.08)</td>
<td>(0.02)</td>
<td>(0.07)</td>
<td>(0.11)</td>
</tr>
<tr>
<td>Poll change to previous election</td>
<td>-0.01***</td>
<td>-0.02**</td>
<td>-0.02**</td>
<td>0.00</td>
<td>0.01</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>(0.00)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.02)</td>
</tr>
<tr>
<td>AIC</td>
<td>152287.14</td>
<td>21974.82</td>
<td>11446.54</td>
<td>79719.46</td>
<td>10653.84</td>
<td>4809.22</td>
</tr>
<tr>
<td>BIC</td>
<td>152287.76</td>
<td>22213.44</td>
<td>11685.17</td>
<td>79857.28</td>
<td>10791.65</td>
<td>4947.03</td>
</tr>
<tr>
<td>Log likelihood</td>
<td>-76114.57</td>
<td>-10958.41</td>
<td>-5694.27</td>
<td>-39841.73</td>
<td>-5308.92</td>
<td>-2386.61</td>
</tr>
<tr>
<td>Deviance</td>
<td>32264.33</td>
<td>8257.00</td>
<td>4928.86</td>
<td>17983.52</td>
<td>4178.00</td>
<td>2094.91</td>
</tr>
<tr>
<td>N</td>
<td>27678</td>
<td>27678</td>
<td>27678</td>
<td>15620</td>
<td>15620</td>
<td>15620</td>
</tr>
</tbody>
</table>

***p < 0.001, **p < 0.01, *p < 0.05.

Note: Models 1–3 limit the sample to single-party cabinets, Model 4–6 focus only on multiparty cabinets. All models include dummy variables for each country-cycle observation which are omitted from the table. Standard errors in parentheses.
Figure A12: The daily proportion of pledge-related statements throughout the electoral cycle under single-party governments and multiparty cabinets

<table>
<thead>
<tr>
<th>Broken</th>
<th>Fulfilled</th>
<th>Ongoing</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: The lines are based on generalized additive model (GAM) smoothers. The dates are standardized from 0 to 1 for each cycle, where 0 marks the date of Election $t$, and the date of Election $t+1$ is set to 1. This plot codes the Liberal Party of Australia and the National Party of Australia as two distinct parties.

Figure A14 shows the predicted values of the focus on broken relative to fulfilled promises for broadsheets and tabloids, mirroring the findings from Figure 5. The regression suggests an increase in the focus of broken promises relative to fulfilled promises over time. I also use the raw data and plot loess regression lines for the relationship between year and focus on broken promises (Figure A15). The plot suggests that the conclusions from the regression analysis do not depend on the modeling choice (treating the year as a continuous variable). Despite some fluctuations, we observe moderate to strong increases of coverage of broken relative to fulfilled promises in the four countries.

Figure A17 plots the yearly proportions of statements published in broadsheets. Statements from broadsheets exceed statements from tabloid newspapers in all four countries. In addition, the share of statements from broadsheets has increased over time, suggesting that the higher focus on broken promises is not related to an increasing number of statements on promises in usually more negative tabloid papers.
Figure A13: The daily proportion of pledge-related statements throughout the electoral cycle under single-party governments and multiparty cabinets (with a different measurement of cabinets in Australia)

Note: The lines are based on generalized additive model (GAM) smoothers. The dates are standardized from 0 to 1 for each cycle, where 0 marks the date of Election $t$, and the date of Election $t+1$ is set to 1. This plot codes the Liberal Party of Australia and the National Party of Australia as the same party. As a result, all electoral cycles in Australia are coded as single-party governments.

Figure A14: Predicting the ratio of reports on broken to fulfilled promises per quarter and newspaper

Note: The estimates are based on Model 1 of Table 2. A ratio of 1 implies that the number of statements on broken promises equals the number of statements on fulfilled promises. Vertical bars and shaded areas show 95% confidence intervals.
Figure A15: The quarterly focus on broken promises relative to fulfilled promises over time

Note: Loess regression lines for broadsheet and tabloid newspapers in each country. Grey areas indicate 95% confidence intervals.

Figure A16: The proportion of fully or partially fulfilled pledges by government and opposition parties

Note: A reanalysis of the data provided by Thomson et al. (2017). Points and errorbars show the average pledge fulfillment per year along with 95% bootstrapped confidence intervals. The analysis includes 12 countries.
Figure A17: The percentage of statements from broadsheet papers relative to tabloids

Note: The vertical bars indicated 95% bootstrapped confidence intervals.
E Robustness Tests

E.1 Different Dictionary and Alternative Aggregation

This section shows the regression results and plots with predicted values using an alternative dictionary, which was developed deductively from the comparison to human coding. Importantly, the results do not change.

Table A9: Predicting the ratio of broken to fulfilled promises by quarter and newspaper based on the deductively developed dictionary

<table>
<thead>
<tr>
<th></th>
<th>M1: Full sample</th>
<th>M2: Logged DV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Newspaper: Tabloid</td>
<td>0.79*</td>
<td>0.27**</td>
</tr>
<tr>
<td></td>
<td>(0.33)</td>
<td>(0.09)</td>
</tr>
<tr>
<td>Canada</td>
<td>-1.08*</td>
<td>-0.39*</td>
</tr>
<tr>
<td></td>
<td>(0.53)</td>
<td>(0.17)</td>
</tr>
<tr>
<td>Ireland</td>
<td>-0.80</td>
<td>-0.19</td>
</tr>
<tr>
<td></td>
<td>(0.69)</td>
<td>(0.22)</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>-1.20*</td>
<td>-0.49**</td>
</tr>
<tr>
<td></td>
<td>(0.48)</td>
<td>(0.16)</td>
</tr>
<tr>
<td>Lagged GDP change (log)</td>
<td>0.11</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>(0.14)</td>
<td>(0.04)</td>
</tr>
<tr>
<td>Poll change to previous election</td>
<td>-0.02</td>
<td>-0.01*</td>
</tr>
<tr>
<td></td>
<td>(0.01)</td>
<td>(0.00)</td>
</tr>
<tr>
<td>Year</td>
<td>0.05***</td>
<td>0.03***</td>
</tr>
<tr>
<td></td>
<td>(0.01)</td>
<td>(0.01)</td>
</tr>
<tr>
<td>Gov. type: Single-party government</td>
<td>0.44</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td>(0.37)</td>
<td>(0.14)</td>
</tr>
</tbody>
</table>

AIC 6720.21 3238.11
BIC 6784.05 3301.95
Log likelihood -3348.10 -1607.05
N 1510 1510
N (Cycles) 32 32
N (Newspapers) 22 22

***p < 0.001, **p < 0.01, *p < 0.05.
Note: Model 1 uses the full sample of quarters with at least one sentence on broken and one sentence on fulfilled promises. Model 2 uses a logged dependent variable of the ratio. Models include random intercepts for each newspaper and cycle. Intercepts omitted from table. Standard errors in parentheses.

Figure A18 shows the predicted values reported in the main paper, but after calculating the ratio of broken to fulfilled promises using the deductive dictionary. The results remain unchanged.

Figure A19 plots the correlation between the aggregated logged focus on broken relative to fulfilled promises for the inductive and deductive dictionary. Each point displays the
Figure A18: Predicting the ratio of reports on broken to fulfilled promises per quarter and newspaper using a deductively developed dictionary

(a) Predicted values for each country

(b) Predicted values over time

Note: The estimates are based on Model 1 of Table A9. A ratio of 1 implies that the number of statements on broken promises equals the number of statements on fulfilled promises. Vertical bars and shaded areas show 95% confidence intervals.

Finally, I estimate predicted values for the logged ratio of broken to fulfilled promises to account for outliers and avoid skewness of the dependent variable (Lowe et al. 2011). Now, a value above 0 implies a higher focus on broken relative to fulfilled promises. In the four countries, we observe a consistently higher coverage of broken promises relative to fulfilled promises (Figure A20).
Figure A19: Comparing the focus on broken and fulfilled promises, using two dictionaries

Note: The values on the x-axis show the proportion of broken and fulfilled promises using a dictionary that only relies on verbs in the past tense; the values on the y-axis show the proportion using the keywords that maximize F1 scores when comparing sentence-level classifications to human coders.
Figure A20: Predicting the ratio of reports on broken and fulfilled promises per quarter and newspaper using a logged measure of the ratio of broken to fulfilled promises

Note: The estimates are based on Model 3 of Table 2. A value of 0 implies that the number of statements on broken promises equals the number of statements on fulfilled promises. Vertical bars and shaded areas show 95% confidence intervals.
E.2 Sentiment Analysis

The proportions of statements on broken and fulfilled promises could rely on the selection of keywords used for the classification (Muddiman et al. 2019). Therefore, I also conduct a sentiment analysis to test whether news outlets exhibit a negativity bias when reporting on promises. The process works as follows. First, I remove all terms that are part of the pledge dictionary (to avoid that some terms of the dictionary contribute to the sentiment). Afterwards, I apply the Lexicoder Sentiment Dictionary, a collection of positive and negative terms (and their respective negations) which has been validated carefully for political text and economic news (Young & Soroka 2012; Proksch et al. 2019). Third, after having applied the dictionary to the tokenized text, I aggregate sentiment for each sentence using the formula recommended by Proksch et al. (2019):

\[
Sentiment = \log \left( \frac{\sum \text{positive} + \sum \text{negations negative} + 0.5}{\sum \text{negative} + \sum \text{negations positive} + 0.5} \right)
\]

Next, I estimate the quarterly sentiment for all sentences classified either as broken or fulfilled, and compare the values with the ‘baseline’ of sentences classified as ongoing promises in the same newspaper. Lower values imply more negative tone. If pledge coverage was balanced, we would expect sentiment of sentences on broken and fulfilled promises to be at least similar to the baseline of ‘ongoing’ promises. Figure 6 in the main paper reveals that sentences classified either as broken or fulfilled are substantively more negative than the baseline category.

To extend the analysis to the level of sentences and include control variables, I run multilevel linear regressions with random effects for cycles and newspapers (Table A10). The main independent variable is the \textit{Class}. If sentiment is negative for the classes of broken or fulfilled promises, media outlets tend to exert a negativity bias when mentioning promises. I also control for the type of newspaper (tabloid vs. broadsheet), the year, as well as changes in the economic situation and public approval of the government party/parties. Again, sentiment is substantively less positive in statements on broken or fulfilled promises compared to the baseline sentiment, both for the inductively and deductively derived
dictionary classification. The coefficient of 0.62 corresponds to 60% of the standard deviation of the dependent variable.

Table A10: Predicting sentiment in sentences about political promises

<table>
<thead>
<tr>
<th></th>
<th>M1: Inductive</th>
<th>M2: Deductive</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Intercept)</td>
<td>-25.36***</td>
<td>-24.27***</td>
</tr>
<tr>
<td></td>
<td>(2.48)</td>
<td>(2.47)</td>
</tr>
<tr>
<td>Class: Broken or Fulfilled</td>
<td>-0.62***</td>
<td>-0.56***</td>
</tr>
<tr>
<td></td>
<td>(0.01)</td>
<td>(0.01)</td>
</tr>
<tr>
<td>Newspaper: Tabloid</td>
<td>-0.04**</td>
<td>-0.04**</td>
</tr>
<tr>
<td></td>
<td>(0.01)</td>
<td>(0.01)</td>
</tr>
<tr>
<td>Lagged GDP change (log)</td>
<td>-0.01*</td>
<td>-0.01**</td>
</tr>
<tr>
<td></td>
<td>(0.00)</td>
<td>(0.00)</td>
</tr>
<tr>
<td>Poll change to previous election</td>
<td>0.00***</td>
<td>0.00***</td>
</tr>
<tr>
<td></td>
<td>(0.00)</td>
<td>(0.00)</td>
</tr>
<tr>
<td>Year</td>
<td>0.01***</td>
<td>0.01***</td>
</tr>
<tr>
<td></td>
<td>(0.00)</td>
<td>(0.00)</td>
</tr>
<tr>
<td>Gov. type: Single-party government</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>(0.05)</td>
<td>(0.05)</td>
</tr>
</tbody>
</table>

AIC: 1173226.45 1174174.46
BIC: 1173335.63 1174283.63
Log likelihood: -586603.23 -587077.23
N: 407696 407123
N (Cycles): 32 32
N (Newspapers): 22 22

***p < 0.001, **p < 0.01, *p < 0.05.

Note: Model 1 uses the inductive classification of fulfilled, broken, and ongoing promises, Model 2 the deductive classification. Both models include random intercepts for each cycle and newspaper. Standard errors in parentheses.

Finally, I plot loess regression lines that estimate the development of sentiment per outlet and quarter over time (Figure A21). I distinguish between broadsheets and tabloids. While the baseline sentiment (green dashed line) remains relatively stable, in tabloids and broadsheets (with the exception of broadsheets in Canada) we observe a slight increase in negativity over time. This visual evidence provides further support for the hypothesis that pledge coverage has become more negative over time.
**Figure A21:** The development of sentiment in statements on ongoing promises and on broken and fulfilled promises over time

Note: Lines show smoothed loess regression lines of sentiment (and 95% confidence intervals), aggregated for each newspaper and year. The sample includes only Irish broadsheet newspapers.
E.3 Identifying Important and Distinct Terms

I identify important and more ‘unique’ terms in the classes ‘broken’ and ‘fulfilled’ for newspapers from each country using keyness statistics. Keyness is a signed two-by-two association which identifies frequent words in documents in a target and a reference group (Benoit et al. 2018). The target group is ‘fulfilled’, the reference group are sentences classified as ‘broken’. The chi-square value for a term is positive (negative) when the observed value for a term is higher (lower) than the expected value. Before estimating keyness for each country, proper nouns, numbers, and terms with fewer than three characters are removed. The results of the keyness analysis in Figure A22 allow for two conclusions. First, the terms with very high and low values correspond to our intuition. In the United Kingdom, tuition and fees are very often used in sentences on broken promises, which is reasonable since the central promise by the Liberal Democrats in 2010 of not increasing tuition fees had been broken and received a lot of public attention during the legislative cycle. Other terms, such as accused, anger, angry, betrayed, lost, scandal, taxes and tired are terms we would expect to occur in statements on broken pledges.

Second, some of the terms more unique to ‘fulfilled’ promises tend to exhibit a negativity bias. For example, the term never is most unique for ‘fulfilled’ promises in all four countries, suggesting that politicians or journalists express concerns that a promise has not been fulfilled. Terms like little, small also appear more frequently in the ‘fulfilled’ category in some of the countries. This qualitative assessment and the sentiment analysis (SI Section E.2) seem to suggest that the findings presented in the paper can be interpreted as conservative estimates of the negativity bias in media coverage of political promises.
Figure A22: Keyness plots with important terms for sentences classified as fulfilled and broken

(a) Australia

(b) Canada

(c) Ireland

(d) United Kingdom
Instructions for Crowd Coders

Overview

This task involves reading sentences from English newspapers and judging whether the sentence contains an election pledge (promise). An election pledge is a promise that commits a party or politician to one specific action or outcome. For the sentence highlighted in red, enter your best judgement. The coding task includes up to three questions about a statement.

First, you are asked whether a statement is about politics and deals with election pledges. Second, if the statement is about a pledge, you need to code the focus of the statement based on the following categories: fulfilled promise, promise expected to be fulfilled; broken promise; promise expected to be broken; ongoing promise; or a general statement about the nature of election promises. Third, you are asked to evaluate how precise the statement outlines one or more pledges. If you are not entirely sure about the context of the highlighted sentence, read the surrounding sentences as well. Ultimately, your judgement should focus on the sentence in red font. Below we define the categories and provide examples.

Your feedback is highly appreciated. Please take part in the contributor satisfaction survey. Thank you very much!

Examples

1) Does the statement refer to politics and election pledges?

Yes: Pledge

- “Most people remember past Liberal promises: their opposition to free trade; or their pledge to eliminate the Goods and Services Tax.”

- “The promise now is to get back to the September 2015 level within 12 months and redeem the original pledge before the next election.”

Explanation: The statements clearly relate to an election promise.
No pledge(s) mentioned

- “Political intervention will reduce confidence in the impartiality and consistency of the decisions.”
- “The crowd waved signs including ‘Promises made, promises kept’, ‘Lefty media lies’ and ‘Women for Trump!’”

Explanation: Although the statements are broadly related to election pledges, they do not outline any specific promise made by a political party or a politician. The second statement is about a public protest, but does not include any promises made by a party or politician, nor does it contain a journalist’s judgement about election promises.

2) What is the focus of the statement about the election pledge?

Fulfilled pledge

- “The government fulfilled its promise on beginning with the demilitarisation ongoing after the negotiations last month.”

Explanation: The statement clearly states that the government fulfilled a pledge on demilitarisation.

Pledge expected to be fulfilled

- “The Labour manifesto pledged to do away with the culture of secrecy in public life, and it seems that the government will keep this promise.”

Explanation: While the statement does not unambiguously state that the promise has been fulfilled, it is expected or likely that the promise will be fulfilled.

Ongoing pledge

- “He also promised that it would achieve its target of cutting public grants for loss-making services from Pounds 1 billion in 1983 to Pounds 605 million by March 1989, one year earlier than promised.”
• “Wilkie said Abbott should be ‘a man of his word’ and fulfil his election promise to let the party room decide on the issue of a free vote.”

Explanation: While the statements deal with an election promise, the sentences do not contain any information on whether the promise has been fulfilled or not.

Pledge expected to be broken

• “Thus the promise of maintaining a 10 per cent GST is threatened only by the ALP’s looming inability to satisfy the groups it has promised to appease.”

Explanation: The statement assumes that a promise is very likely to be broken (“threatened by the inability to satisfy the groups it has promised to appease”).

Broken pledge

• “‘He’s now broken his promise about Senate reform,’ said Liberal Leader Michael Ignatieff, referring to Harper’s pledge to allow voters - not the prime minister - to choose senators.

• “The Labour manifesto pledged to do away with the culture of secrecy in public life, but the draft bill fell well short of expectations and promises.”

Explanation: The statements clearly highlight that the promises made by a party have not been fulfilled.

General statement about the nature of election pledges

• “We have been told by recent political leaders that there are such things as core and non-core promises and that only those promises given in writing count because verbal promises may change.”

Explanation: The statement refers to election pledges in a very broad sense, but instead of offering information on any concrete policy, it contains a general normative judgement on the nature of election pledges.
3) How vague or precise is the pledge described in the sentence?

Very vague

- “The Labour manifesto pledged to do away with the culture of secrecy in public life, but the draft bill fell well short of expectations and promises.”

Explanation: It is very difficult to assess what is meant by the ‘culture of secrecy in public life’. This expression could imply a lot of policies.

Vague

- “I gather he thinks Mr Blair has broken his promises on education and we were better off with Margaret Thatcher.”

Explanation: Although the statement mentions one or more promises on education, we receive no information about which promises on education the sentences refers to.

Precise

- “And the NDP promised tax breaks for families and small businesses, with some increases for corporations.”

Explanation: The statement refers to tax breaks and increases for corporations (clearly a specific election promises), but the exact details are missing.

Very precise

- “An increase in the inheritance tax threshold on family homes at an estimated annual cost of £1 billion – one of the main pledges that the Tories have promised to deliver.”

Explanation: The statement lists a very precise and testable election pledge including the concrete goals of the pledge.